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Abstract

When optimizing for a predictive objective, multiple
models often achieve the same performance, albeit with sig-
nificantly different behaviors. Yet, understanding these dif-
ferences is often overlooked, resulting in the arbitrary selec-
tion of one model over its competitors. To help practitioners
deploy more ML pipelines more responsibly, we leverage
recent works developed for tabular data and adapt it to the
context of image classification. This extension addresses
in particular the issue of generating model-agnostic expla-
nations based on understandable features using variational
autoencoders.

1. Introduction

When designing machine learning systems, ML practi-
tioners rely on global performance metrics to select their
best model among various candidates, often overshadowing
their differences and the issues some of these can have.This
model selection, in some aspects arbitrary, with its poten-
tial hazardous consequences has been the focus of several
works, proposing for instance metrics to help practitioners
quantify the degree of model variability at training time [4].
To further help dealing with the issue, DIG [5] was recently
proposed as a hands-on tool to explain local differences be-
tween trained models for tabular data.

In this extended abstract, we propose an extension of
DIG to the task of image classification with the goal of gen-
erating model-agnostic explanations of local differences in
the classification behaviour of trained models that achieve
similar predictive performance. The main challenge is to
enable an efficient search for differences in classification
behaviours and avoid an intractable search among the space
of all images. To overcome this issue, we propose an ap-
proach based on learning features in an unsupervised man-
ner using a VAE and adapting DIG to apply it to the learned
representation.

2. Investigating Disagreements using DIG

Investigating differences in the local classification be-
haviours of trained classifiers is a poorly covered topic. A
notable exception is DIG [5], a hands-on model agnostic
tool that was recently developed for this purpose, and that
we chose to leverage for image classification. In this sec-
tion, we give a quick overview of the DIG algorithm, then
discuss some of its shortcomings that we try address with
our proposition.

2.1. An Overview of the DIG Algorithm

Given a set of models {fk}k∈K trained on a dataset
X ⊂ X and achieving similar predictive performance over
a validation set, the objective of DIG is to approximate and
explain discrepancy areas D, i.e. regions of the input space
where models have diverging predictions.

To discover these regions in a model-agnostic setting,
DIG proposes a heuristic with a particular sampling of
instances to efficiently explore the input space and detect
regions where predictions change across models. This
exploration is conducted along counterfactual directions,
i.e. segments I delimited by training instances and their
closest neighbors associated with a different predictions:
I = [xi, xj ]s.t.xi, xj ∈ X and ∃k : fk(xi) ̸= fk(xj)
These segments I are then iteratively refined through
dichotomic search to delimit up to a desired level of
precision the local discrepancy area, i.e. I ∩ D. In the end,
the final explanation returned for a prediction f(x) is a
local interval, i.e. two instances close to x and belonging to
I that delimits the borders of the discrepancy area.

2.2. Shortcomings Addressed

Designed for tabular data, DIG relies on sampling.
Hence, applying it to the task of image classification raises
two major issues, commonly encountered in high dimen-
sional problems. First, the defined sampling along ”coun-
terfactual directions” (i.e. straight lines) is not appropriate
in a high dimensional setting, resulting in non-realistic ex-
amples being generated. Second, a related issue is that the



Figure 1. Proposed architecture for DIG-CV.
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Figure 2. Results obtained for three instances of MNIST.

feature-by-feature explanation in the input space proposed
by DIG is not actionable in the case of images (pixels are
not naturally understandable).

These issues have been generally raised when trying to
adapt model-agnostic explainability methods to image clas-
sification models. For instance, LIME [6] proposes to split
the images into superpixels and use these as features, but
this does not allow continuous transformations from one in-
stance to another which is one benefit offered by DIG. Other
methods have considered autoencoders [1], which we pro-
pose to use to extend DIG, as described in the next section.

3. Discrepancy in Computer Vision: DIG-CV
To circumvent these limitations, we propose to adapt

DIG by adding a step of feature learning using variational
autoencoders, more particularly a β-VAE [2]. This choice
can be motivated by several reasons. First, the β-VAE loss
function has been shown to favor the extraction of mean-
ingful concepts. Second, transitioning from one image to
the other by connecting in a straight line the representations
learned by variational autoencoders in general has been al-
ready shown to generate meaningful images (see e.g. [3]
for MNIST). The proposed architecture is represented in
Figure 1. The exploration phase of the DIG algorithm is
performed in the latent space Z, with the assessment of dis-
crepancy being performed on the reconstructions of these
generated instances: fi(gθ′(I)).

4. Results and Discussion
In this section, we show the first results that were ob-

tained by our method on two datasets, MNIST and Fashion-
MNIST, on which we train two classifiers, a convolutional
network and a SVM classifier.Although the accuracy dif-
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Figure 3. Results obtained for three instances of FashionMNIST.

ference between these models is relatively small (0.01% on
MNIST and 0.03 on FMNIST), we measure that the mod-
els are disagreeing respectively over 2.23% and XX of the
instances of the tests sets.

To investigate these disagreements, we apply DIG-CV to
both datasets and show some illustrative results in Figures 2
and 3. On the extreme left and right columns of each row
are shown the reconstruction x′ of two instances x from the
training set. In-between are shown reconstructions gθ′(I)
of the instances sampled in the latent space Z by DIG. The
instances whose reconstruction falls in a discrepancy area
are highlighted using a red square around the image. Us-
ing these explanations, the practitioner can detect uncertain
areas of the feature space, and depending on the case, per-
form remediating actions. Such actions include for instance
labelling of more data in these uncertain areas, or asking for
a human in the loop to perform the decision if models can
not agree.

Pursuing this work, we aim in the future at conduct-
ing proper evaluation of the quality of the discrepancy area
detection performed by DIG-CV, and usecases to illustrate
how these explanations can be leveraged.
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